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Abstract (100-150 words) 26 

It is natural to assume that the increase in Marine Heatwaves (MHWs) - extremely warm 27 

excursions in sea surface temperature (SST) – observed over 1958-2017 was caused by an 28 

increase in SST variability. However, nonlinear changes in mean climate, if not accounted for 29 

properly, could also cause apparent changes in SST variability. Here we use a large ensemble of 30 

1958-2017 simulations from a Linear Inverse Model to show that the background warming trend, 31 

as well as its nonlinear growth, was responsible for the observed increase in MHW events 32 

worldwide, despite a significant overall reduction of SST variability in many oceanic regions 33 

including the southern Indian, Atlantic, and Pacific oceans, the eastern Mediterranean, and the 34 

Kuroshio-Oyashio Extension in the North Pacific. Identifying such regions, where a warming 35 

mean state masks declining variability, is crucial for isolating regional climate change impacts 36 

and thereby creating strategies to deal with future changes in ocean extremes.  37 
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Main 38 

Marine heatwaves (MHWs) are events characterized by prolonged anomalously warm ocean 39 

surface or subsurface temperatures1, 2, documented around the world3, 4. Over the past several 40 

decades, these events have appeared to occur more often and become more extreme and longer-41 

lasting5, 6. The severe ecological and economic consequences of MHWs, including widespread 42 

mortality of marine species, adaptive reconfiguration of species ranges, and decline of farmed 43 

aquaculture production in commercial fisheries7, 8, have motivated numerous studies aimed at 44 

understanding their atmospheric and oceanic origins4, 9, 10, 11. Given current warming 45 

projections12, 13  and their potential impacts on future MHWs6, 12, 13, 14, diagnosing observed 46 

MHW changes has gained increased urgency. 47 

 48 

Figure 1. Examples of increased occurrence of more intense and longer lasting MHWs. (a) 49 

Global map with example regions marked by red outlines. Abbreviations: NWA, Northwest 50 

Atlantic; Tas., Tasman Sea. (b, c) MHW frequencies (events per decade) associated with events 51 

that reached a given threshold value of intensity and stayed at or above that level for at least a 52 

period of a given duration, i.e., Intensity-Duration-Frequency (IDF) plot at (b) NWA and (c) 53 

Tas., using the time series of monthly SST anomalies spatially averaged within each region (see 54 



4 
 

Methods), determined separately for the 30-yr periods of (left) 1958-1987 and (right) 1988-2017. 55 

Dashed line represents the contour level of 0.1 events per decade (i.e., 1 event/century). 56 

 57 

 The effects of climate change on MHWs may be quantified using measures of MHW 58 

intensity and duration15, 16. Some examples are shown in Fig. 1, for two MHW hotspot regions, 59 

the Northwest Atlantic and the Tasman Sea3. For both, MHW occurrences during the years 1958-60 

1987 and 1988-2017 are quantified by determining how often events reaching given intensity 61 

and duration thresholds occurred in each period, with the results displayed as Intensity-Duration-62 

Frequency (IDF) plots (see ref. 15 and Methods). The frequency of MHW events notably 63 

increased between the two periods, e.g., events that rarely occurred during 1958-1987 occurred 64 

substantially more often during 1988-2017. This change was also found in many other regions3, 6, 65 

17, suggesting a near-global influence of climate change on MHWs. 66 

These observed increases in extreme MHW events could simply be a consequence of 67 

increasing internal sea surface temperature (SST) variability, which by widening the probability 68 

distribution of ocean temperatures would make extreme warm temperatures more likely. 69 

Additionally, positive change in the mean climatology is generally understood to shift 70 

distributions to higher values, so that mean background warming could also result in an increase 71 

in events that reach or exceed some MHW threshold value, i.e., more occurrences and higher 72 

intensities of MHWs17. However, SST warming due to climatological change has been observed 73 

to be occurring at a nonlinear rate that has increased in the past few decades18, 19. We will 74 

illustrate how this changing trend also acts to broaden the distribution, resulting in an apparent 75 

increase in variability and more extreme heatwaves. To date, most MHW studies have not 76 

differentiated between all these effects. 77 
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Separating the influences of mean-state and variability changes upon the observed 78 

increase in MHW events is key to guiding adaptation and mitigation management decisions 79 

responding to future MHW changes. In this paper, we conduct a global analysis of MHW events 80 

over the past 60 years that separates the long-term trend, crucially including its nonlinear change 81 

over time18, 19, from the internal ocean variability, thereby avoiding conflation of the two and 82 

allowing for better estimates of the impact of climate change on both MHWs14, 20, 21 and overall 83 

SST variability22. We test the significance of these effects against large climate ensembles, or 84 

“alternative histories”, generated by a multivariate empirical dynamical model, specifically a 85 

Linear Inverse Model23, 24 (LIM; see Methods) that represents spatially-varying climate 86 

anomalies as a combination of linearly deterministic (i.e., predictable) dynamics plus an 87 

unpredictable nonlinear residual approximated by white noise. When run as a forecast model, the 88 

LIM makes seasonal-to-interannual predictions of surface ocean conditions, with forecast skill 89 

comparable to that of more sophisticated operational models25, 26 27, and also diagnoses variations 90 

in potential predictability. When run as a climate model, the LIM generates climate realizations 91 

whose spatiotemporal evolution is statistically consistent with past observations, allowing their 92 

use for testing hypotheses including whether El Niño has significantly changed over the last 93 

several decades28, the extent to which tropical Pacific decadal variability is a residual of El Niño 94 

events29, and the impact of tropical and extratropical processes upon evolving Northeast Pacific 95 

MHW events16. 96 

Motivated by these earlier results, we generate large LIM ensembles that realistically 97 

represent anomalous SST evolution observed over the past 60 years (1958-2017) to test the 98 

significance of changes in both SST mean and variance before and after 1987. These ensembles, 99 
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which we show capture the observed changes of MHW IDFs, are then used to evaluate relative 100 

impacts of the long-term trend and changes in internal variability upon MHW occurrences.  101 

 102 

 103 

 104 

Figure 2. SST trends over the historical period. (a) Pattern of the trend mode over 1958-2017 105 

(see Methods). Abbreviations: Beng., Benguela; BOB, Bay of Bengal; CCS, California Current 106 

System; ECS, East China Sea; GOA, Gulf of Alaska; KOE, Kuroshio-Oyashio Extension; Med., 107 

Mediterranean; NA, northern Australia; WA, Western Australia; WSA, Western South Atlantic. 108 

(b) Mean SST (𝜇) shift from 1958-1987 (𝜇!) to 1988-2017 (𝜇") at each targeted region, 109 

calculated using the time series of monthly SST anomalies spatially averaged within each region. 110 

Horizontal lines are mean shifts determined from observed SSTa. Bars mark the edges of the 111 

95% confidence interval of mean shifts obtained from a 3000-member LIM ensemble, where the 112 
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LIM was constructed from observations over the 1958-2017 period (the “LIM5817” ensemble; 113 

see Methods). (c) Observed trend of each targeted region, determined from the trend mode. Gray 114 

line is the time series of the trend mode. (d) Probability Distribution Functions (PDFs) of SSTa 115 

during 1958-1987 (gray) and 1988-2017 (blue) for the Northwest Atlantic region (NWA). Bars 116 

show the observed SSTa histograms and solid curves represent the ensemble mean PDFs for each 117 

period separately determined from the trend+LIM5817 ensemble, with the dotted lines 118 

representing the 95% confidence intervals. (e) PDFs of detrended NWA SSTa during the two 119 

periods. Bars show the detrended SSTa histogram for the two periods, and solid and dotted 120 

curves represent the ensemble mean and the 95% confidence intervals determined from the 121 

LIM5817 ensemble. 122 

Mean SST change and the observed nonlinear trend. We begin by identifying the pattern and 123 

amplitude of the observed long-term trend and estimating where it is statistically significant. 124 

Following previous studies23, 25, 26, we use the least damped eigenmode30, 31 of the LIM’s 125 

dynamical operator to represent the trend component (see Methods). This trend pattern (Fig. 2a) 126 

appears generally robust, since similar patterns are obtained from other approaches, such as 127 

either computing the “mean shift” equal to the difference between the 1958-1987 and 1988-2017 128 

means (Supplementary Fig. 1 and Fig. 2b) or fitting a piecewise linear trend at each grid point 129 

(see supplementary information); similar results have also been obtained in other studies22, 32. 130 

The time series associated with the trend pattern (gray line in Fig. 2c) accelerates during the 131 

second half of the observational period, which is also seen in the evolution of regionally 132 

averaged SST anomalies (Fig. 2c). 133 

We tested the local statistical significance of the observed trend against a very large set of 134 

alternative histories based on the LIM’s realistic representation of the observed dynamical 135 
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system27. After removing the least-damped eigenmode, the LIM is used to generate a 3000-136 

member ensemble of 60-year-long different climate realizations of 1958-2017 internal variability 137 

(hereafter denoted LIM5817; see Methods). For each region, an observed mean shift was 138 

considered 95% significant only if it fell outside the 2.5% - 97.5% range of the 3000 mean shifts 139 

(shown by the bars in Fig. 2b) drawn from this LIM ensemble. Figure 2b shows that the regions 140 

of Benguela, Bay of Bengal, East China Sea, Gulf of Alaska, Mediterranean, northern Australia, 141 

Northwest Atlantic, Tasman Sea, Western Australia and Western South Atlantic all experienced 142 

significant mean shifts (see also Supplementary Fig. 1).  143 

 144 

Impact of the observed nonlinear trend on variance. In many regions, observed historical 145 

trends have accelerated in the past few decades18, 19 (Fig. 2c), which as noted in the introduction 146 

may result in an apparent variance increase. This effect is perhaps most pronounced in the 147 

Northwest Atlantic region. The observed SSTa PDF (histogram bars in Fig. 2d) from the 1988-148 

2017 period not only shifted to warmer values compared to the earlier 1958-1987 PDF, but was 149 

notably wider, which might be interpreted as clear evidence of an increase in variability. 150 

However, when we first remove the nonlinear trend (Fig. 2c) from Northwest Atlantic SSTa, we 151 

find detrended SSTa PDFs (histogram bars in Fig. 2e) with almost identical mean and variance 152 

for each 30-yr period. 153 

We can use the LIM ensembles to make sense of these results. First, note that the PDFs 154 

determined from the LIM5817 ensembles fit both 1958-1987 and 1988-2017 detrended SSTa 155 

histograms (solid and dotted lines in Fig. 2e), indicating that the detrended two periods are 156 

statistically indistinguishable. Next, the observed trend component is added back to each 157 

LIM5817 ensemble member, so that the resulting “trend+LIM5817” ensemble now represents 158 
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both the trend and the variability during 1958-2017. PDFs are then determined from the 159 

trend+LIM5817 ensembles, separately for the first half (corresponding to 1958-1987) and the 160 

second half (corresponding to 1988-2017) of the 60-yr period. By construction, any difference 161 

between these two simulated PDFs is only due to the externally-forced trend, since the 162 

underlying internal variability is unchanged (i.e., it is generated by a single LIM, as in lines of 163 

Fig. 2e). Figure 2d shows that the simulated PDFs match the observed PDFs, notably capturing 164 

the observed PDF change between the two periods, suggesting that the accelerating trend was 165 

responsible not only for the overall shift to warmer values but also for the widening of the PDF. 166 

A similar result is seen in other regions with strong nonlinear trends (e.g., the Mediterranean 167 

region; see Supplementary Fig. 2), while the effect is weaker in regions with weaker trends (see 168 

Supplementary Fig. 2 for other regions). 169 

 170 

Figure 3. Change in the variance of detrended SSTa over the historical period. (a) Map of 171 

local variance changes from 1958-1987 to 1988-2017. Shading shows the difference in observed 172 

variance between the two periods, in units of (ºC)2. Regions that are not cross-hatched indicate 173 
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locations where the observed variance changes are significant (40% of the ocean domain), i.e., 174 

outside the 95% range of variance changes within the LIM5817 ensemble. (b) SST variance (𝜎") 175 

change from 1958-1987 (𝜎!") to 1988-2017 (𝜎"") at each targeted region, calculated using the 176 

time series of monthly SST anomalies spatially averaged within each region. Horizontal lines are 177 

variance changes determined from observed detrended SSTa. Blue bars show the 95% range of 178 

variance changes between the two periods obtained from the 3000-member LIM5817 ensemble; 179 

green bars show the 95% range of variance changes between the two periods but obtained from 180 

LIMs constructed over the two periods separately (“LIM5887” and “LIM8817”; see Methods). 181 

(c) PDFs of detrended SSTa during 1958-1987 (gray) and 1988-2017 (blue) at Tasman Sea 182 

region (Tas.). Bars are PDFs of observed detrended SSTa. Solid curves and dotted lines are the 183 

ensemble mean and 95% confidence interval, respectively, of LIM5887 and LIM8817’s PDFs. 184 

 185 

Steady or slightly decreasing internal SST variability. While the observed intensifying trend 186 

has been shown to contribute to an apparent increase in variance, it remains possible that the 187 

underlying internal variance could also have changed. To assess such potential changes, we first 188 

determine “detrended variance” from the observed detrended SSTa. We then estimate the 189 

difference between the detrended variance for the two periods 1958-1987 and 1988-2017; results 190 

are shown globally in Fig. 3a (shading) and regionally in Fig. 3b (horizontal lines). While 191 

detrended variance increased in a few regions, notably within the Niño 3.4 and the Northeast 192 

Pacific (Fig. 3b), over most of the globe it decreased (Fig. 3a), particularly within the East China 193 

Sea and Kuroshio-Oyashio Extension (Fig. 3b). Decreases in detrended variance are also 194 

reflected in narrowed PDFs from 1958-1987 to 1988-2017, such as in the Tasman Sea region 195 

(histogram bars in Fig. 3c). 196 
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 Next, we assess the significance of the observed changes in detrended variance, by asking 197 

whether they could have occurred by chance within a statistically stationary system. This 198 

question is answered by comparing these observed changes against the potential changes in 199 

variance seen in the LIM5817 ensemble (see Methods); 95% significance levels are indicated by 200 

cross-hatching in Fig. 3a and blue bars in Fig. 3b. Interestingly, while many of the notable 201 

observed variance decreases are significant (e.g., in the Bay of Bengal, East China Sea, 202 

Kuroshio-Oyashio Extension, Mediterranean, northern Australia and Tasman Sea regions), the 203 

variance increases are not.  204 

 205 

Figure 4. Impact of changes in either the trend or internal (detrended) variability on MHW 206 

occurrences. (a) Global change in the frequency (events per decade) of MHW events, here 207 
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defined as those reaching an amplitude (intensity) of at least 1𝜎 and thereafter persisting for at 208 

least 5 months (duration), between 1958-1987 and 1988-2017 (see Methods), derived from 209 

observed SSTa, displayed only for locations where the mean shifts were 95% significant in 210 

Supplementary Fig. 1. Gray dots mark where the observed MHW frequencies are 95% 211 

significantly different from LIM frequencies (see Methods). (b) IDF plot for the Northwest 212 

Atlantic region (NWA; region marked by red outline in panel a), determined from observed SSTa 213 

(left column) and the “trend+LIM5817” ensemble (right column). The first row shows the IDF 214 

of 1958-1987 (P1), the second row shows the IDF of 1988-2017 (P2), and third row is the 215 

difference of the IDFs between the two periods (P2 - P1). Dashed lines represent the contour 216 

level of 0.1 events (red) or -0.1 events (blue) per decade. Black dots mark observed values that 217 

are 95% significantly different from the LIM (i.e., outside 95% of the LIM ensemble); here they 218 

represent below 5% of the IDF values and so are not field significant. (c) Global change in the 219 

frequency of MHW events, defined as in (a), except the statistics were derived from detrended 220 

SSTa and are displayed only for locations where detrended variance changes were 95% 221 

significant in Fig. 3a. (d) IDF plot for the same periods as in (b), but for the Tasman Sea region 222 

(Tas.; region marked by blue outline in panel c) and determined from detrended SSTa (left 223 

column) and the LIM5887 and LIM8817 ensembles (right column), respectively.  224 

Separating the effects of changes in trend and variability upon MHW occurrence. We next 225 

analyze how the changes in the observed trend and internal variability each (separately) impact 226 

MHW occurrence, as captured by the IDF plots that measure the frequencies of MHWs with 227 

differing durations and intensities. In both cases, we compare observed IDF plots for the 1958-228 

1987 and 1988-2017 periods, and their differences, with matching IDF plots determined from 229 

LIM large ensembles. The results of this analysis are shown in Fig. 4. 230 
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 First, we return to the Northwest Atlantic to show how the trend alone can impact MHW 231 

IDF plots. The observed IDF plots for the two periods are shown in the left column of Fig. 4b, 232 

repeated from Fig. 1b, with their differences shown in the third row. The corresponding IDF 233 

plots from the trend+LIM5817 ensembles (right column of Fig. 4b) almost entirely reproduce the 234 

observational results. These figures show that extreme Northwest Atlantic MHW events became 235 

more frequent for a wide range of intensities and durations. The strong correspondence between 236 

the observed and trend+LIM5817 ensemble IDF difference plots demonstrates that these changes 237 

can be almost entirely attributed to the effect of the trend. 238 

The trend similarly impacts the frequency of MHW events for the other regions examined 239 

in this study, with the intensity of this effect related to the strength of the warming 240 

(Supplementary Fig. 3). To capture the global extent of the trend effect, we repeat the analysis of 241 

Fig. 4b at each ocean grid location, i.e., each grid point has its own set of IDFs. To condense this 242 

analysis into a single figure, we show results using one representative definition of MHW events, 243 

those that reach at least 1𝜎 intensity and persist for at least 5-month duration (Fig. 4a), chosen to 244 

match previous studies of Northeast Pacific MHWs16, 33. Choosing other pairs of thresholds to 245 

define MHW events yields a qualitatively similar picture (see Supplementary Fig. 5). Note that 246 

in Fig. 4a, results are displayed only for locations where the mean shifts are significant (as 247 

indicated by Supplementary Fig. 1). Finally, we test where these values are significantly different 248 

from the ensemble statistics derived from trend+LIM5817; these regions are also indicated in the 249 

figure (gray dots). Overall, the change in frequency of observed MHWs, associated with both the 250 

threshold pair chosen for Fig. 4a and various other intensity and duration pairs, are generally 251 

reproduced by the ensemble statistics derived from trend+LIM5817 (see also Supplementary Fig. 252 
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4b and 5ab). This indicates that the trend induced mean changes is responsible for these observed 253 

MHW changes. 254 

 We next evaluate how changes to detrended variability alone impacts the occurrence of 255 

different MHW events. In this case, we return to the Tasman Sea region, but instead of 256 

displaying the observed IDF plots for the two periods derived from the total SSTa, as was shown 257 

in Fig. 1c, we instead show the IDF plots from detrended SSTa in the left column of Fig. 4d, 258 

with the differences in the third row. Again, we could compare the observed change in the IDF 259 

plots to the change in the LIM5817 ensembles. However, since we have already determined that 260 

this region underwent a significant variance decrease (Fig. 3b), we instead construct two distinct 261 

LIMs -- one from the detrended anomalies of each 30-year period (referred to as LIM5887 and 262 

LIM8817; see Methods) -- and then use each to generate 3000-member 30-yr ensembles that can 263 

represent possible changes in dynamics and hence changed variability (as shown in the green 264 

bars of Fig. 3b). In this case, the resulting simulated IDF plots for the two periods in the Tasman 265 

Sea region (right column of Fig. 4d) still match the observed IDFs. Note that both sets of IDF 266 

plots show a large decrease of occurrences over a wide intensity range of short-lived MHWs, a 267 

feature also seen in IDFs for other regions that undergo a decrease in detrended variance 268 

(Supplementary Fig. 3).  269 

We again analyze the change in detrended variability effect on MHWs at all locations, 270 

using the same representative definition for MHWs of Fig. 4a, with results displayed in Fig. 4c 271 

but only at locations where the changes of detrended variances are significant (as indicated by 272 

Fig. 3a). Overall, we find that if we had only considered detrended observed SSTa, MHW 273 

occurrences would have decreased in many regions of the globe, which is generally reproduced 274 

by the MHW frequency changes from the LIM5887 to the LIM8817 ensembles (Supplementary 275 
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Fig. 4c and 5cd). Note that there appears to be no obvious pattern in Fig. 4c, nor does it bear a 276 

relationship to the trend pattern in Fig. 4a. 277 

 278 

 279 

Figure 5. Combined effect of trend and detrended variability on MHW occurrences. (a) 280 

Observed change in the frequency of MHW events, defined as in Fig. 4a, in units of change in 281 

events per decade. Regions where MHW change is due to both trend and internal variability are 282 

indicated by cross-hatching; regions where MHW change is due to the detrended variability only 283 

are indicated by dots; regions where MHW change is due to the trend only are not stippled; 284 

regions that are white do not have significant changes in either trend or variability. (b) Observed 285 

IDF plot for the same periods as in Fig. 4b, but for the Mediterranean region (Med.). (c) 286 

Simulated IDF difference plot at Med., derived from (top-left) trend+LIM5817, (top-right) 287 

LIM5887 and LIM8817, (bottom-left) trend+LIM5887 and trend+LIM8817 (see Methods), and 288 

(bottom-right) differences between the two left panels. 289 
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 290 

Collective trend and variability effect on MHWs. Finally, after examining how changes to the 291 

trend and the detrended variability separately impact MHW occurrences, we analyze how they 292 

collectively contribute to MHW changes. Figure 5a summarizes our results, showing both the 293 

observed change in MHW frequency (shading), and which effect(s) is (are) responsible for those 294 

changes, at each location worldwide. We again define MHW events with the threshold pair used 295 

for Figs. 4a and c, and as before our main results are not qualitatively sensitive to this choice. In 296 

Fig. 5a, regions where MHW frequency is significantly impacted by both changes in the trend 297 

and in detrended variance are indicated by cross-hatching; note that these are locations shaded in 298 

both Fig. 4a and c. Regions with significant changes due only to detrended variance are indicated 299 

by dotted areas, while regions of only significant trend effect have neither hatching nor dotting. 300 

The extensive white regions have no significant changes. Overall, the global map reveals that, 301 

collectively accounting for the trend and the internal variability effects, large regions with 302 

significant trend effect have increased MHW occurrences (e.g., Indian Ocean), whereas 303 

decreased occurrences are found in somewhat smaller regions with significant variance changes 304 

(e.g., Kuroshio-Oyashio Extension).  305 

For the most part, in the regions that experienced both significant trend and internal 306 

variability changes, the occurrences of MHWs have increased. For example, the Mediterranean 307 

experienced both a significant decrease in detrended variance (Fig. 3b) and a significant increase 308 

in the mean (Fig. 2b). To diagnose the net impact of these two effects, we compare the observed 309 

Mediterranean IDF plots (Fig. 5b) to the LIM IDFs (Fig. 5c), where we now use trend+LIM5887 310 

and trend+LIM8817 ensembles that capture both the trend and change in variance. We find that 311 

the Mediterranean would have experienced a decreased frequency of MHWs solely under the 312 
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effect of internal variability (top-right of Fig. 5c) or would have experienced stronger increases 313 

of MHWs solely under the effect of the trend (top-left). Consequently, the combined effect leads 314 

to a lessened increase on the MHW statistics (bottom-left of Fig. 5c) and predominantly affects 315 

the more intense occurrences rather than their persistence (bottom-right). 316 

 317 

Discussion. Recent research has identified many regions worldwide where MHWs appear to be 318 

recently occurring more frequently and with increased severity. However, it is striking that in 319 

almost all these MHW hotspots, apart from those located in the Northeast Pacific, SST variance 320 

– relative to the background trend – has either stayed relatively constant or has even significantly 321 

decreased over the past 60 years. The reasons for the SST variability decrease remain unclear; 322 

note that our LIM analysis shows only that there has been a significant change in variance but 323 

not its cause. With this decreasing variance, the occurrences of climate extremes, such as 324 

MHWs, should have also decreased. Yet we instead found increasing occurrences of MHWs 325 

over a wide range of intensities and durations in these MHW hotspots. These increases are 326 

entirely attributable to the observed historical trend, which has been accelerating over time, 327 

shifting the mean background climatology to become increasingly warmer at an increasing 328 

speed. This observed intensifying trend has therefore led to both a mean warming effect and 329 

even, in some locations, an apparent increase of the variance, both shifting the probability 330 

distribution to warmer values and widening it. The impact on MHW frequency of the observed 331 

warming trend alone was generally strong enough to offset the effect driven by the reduction of 332 

SST internal variability wherever it occurred. 333 

 Finally, although the historical period has experienced a nonlinearly growing trend and 334 

an overall decrease of internal variability, it remains to be assessed whether such changes will 335 
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continue in the remaining portion of the 21st century, and what their impacts on the occurrence of 336 

future MHWs – and other marine extremes – will be. Our LIM framework provides a clear path 337 

for such future assessments. 338 

 339 

Methods 340 

Sea surface temperature (SST) and sea surface height (SSH) data. Monthly SSTs from the 341 

Hadley Centre Sea Ice and Sea Surface Temperature data set (HadISST)34 and monthly SSHs 342 

from the European Centre for Medium-Range Weather Forecasts (ECMWF) Ocean Reanalysis 343 

System 4 (ORAS4)35, during the period 1958-2017, were analyzed. The global domain extended 344 

from 60oS to 64oN, with 1o×1o spatial resolution. The climatological annual cycle computed 345 

from the full length of the historical record at each grid point was removed to obtain the SST 346 

anomaly (SSTa) and SSH anomaly (SSHa). 347 

 348 

Linear Inverse Model (LIM). The time evolution of a climate state 𝐱 may often be 349 

approximated by the stochastically forced linear dynamical system, 350 

 d𝐱
d𝑡
= 𝐋𝐱 + 𝛏 (1) 

where 𝐱(𝑡) is the climate state, 𝐋 is a linear dynamical operator, 𝛏 is a vector of temporally white 351 

noise that may have spatial structure (determined from a balance condition derived from (1)), 352 

and 𝑡 is time. Determining (1) from observed covariances results in a Linear Inverse Model 353 

(LIM24). LIMs are typically low-order models, where the state vector is expressed in reduced 354 

Empirical Orthogonal Function (EOF) spaces. In this paper, 𝐱(𝑡) represents the leading Principal 355 

Components (PCs) of SSTa (29 PCs) and SSHa (22 PCs), where the EOFs for each field were 356 

separately determined, explaining 74.9% and 73.7% of each corresponding field’s total variance. 357 
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The lag-covariance used to determine the LIM operators was computed using a training lag of 358 

𝜏# = 1 month. We also tested to make sure the results were not sensitive to this choice, as is 359 

generally done when constructing a LIM. See 16, 26, 27, 36 for other details concerning the LIM 360 

and its construction.  361 

 362 

Process of identifying the trend from the linear dynamical operator. Several studies30, 31 363 

have shown how the externally forced trend is captured by the least damped eigenmode of 𝐋. To 364 

identify the trend, we performed the eigenanalysis on 𝐋; that is, 365 

 𝐋𝐔 = 𝐔𝚲 (2) 

where 𝐔 is the matrix of eigenvectors and 𝚲 is the diagonal matrix of eigenvalues (𝜆$). 𝐕, the 366 

eigenvectors of 𝐋’s adjoint, is simply determined by 𝐕% = 𝐔&!, such that 𝐋%𝐕 = 𝐕𝚲∗, where ()H 367 

is the conjugate transpose and ()* is the conjugate. The least damped mode has the longest decay 368 

time; that is, it is associated with the eigenvalue 𝜆$ with the largest value of |1/Re(𝜆$)|.  The 369 

spatial pattern (Fig. 2a) of the least damped mode (𝐮$) is obtained as the 𝑖-th column of 𝐔, with 370 

its time series (gray line in Fig. 2c) obtained by 𝐯$%𝐱(𝑡), where 𝐯$ is the 𝑖-th column of 𝐕. Thus, 371 

we identify the trend component, as the projection of 𝐱()(𝑡) = 𝐮$𝐯$%𝐱(𝑡).  372 

Note that 𝐱()(𝑡) is only derived once based on the full length of the observed record we 373 

examined. The presented spatial pattern in Fig. 2a is normalized by its spatial maximum. The 374 

presented time series in Fig. 2c is normalized by its temporal maximum. We obtained generally 375 

similar results by instead removing the piecewise linear trend; see supplementary information for 376 

details of this alternative approach. 377 

 378 
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LIM climate simulations. LIM simulations may be generated by integrating Equation (1) 379 

forward in time, driven by white noise forcing with observationally constrained spatial 380 

structure23. In addition, the remaining variance (i.e., contained in the unresolved PCs that were 381 

not used in LIM construction), denoted as 𝐱U, is approximated as purely white noise, 382 

 d𝐱!
d𝑡

= 𝛏! (3) 

where the time-varying white noise is simply approximated by randomly energizing the 383 

amplitude of the PCs. See 37 for details of incorporating the unresolved PCs to construct an 384 

untruncated LIM. 385 

In this study, we constructed the LIM by first determining the linear dynamical operator 386 

using the observational record over the entire 60-year period. We conduct the eigenanalysis on 387 

the dynamical operator, obtain the least damped eigenmode as the LIM trend, and remove the 388 

trend component from the observed anomalies. The detrended anomalies are then used to 389 

construct the LIM for generating 3000-member ensemble of 60-year-long realizations, 390 

representing the detrended dynamical system of 1958-2017 years, i.e., the LIM5817 ensemble.  391 

Since the ensemble is generated using a dynamical operator that does not discriminate between 392 

the 1958-1987 and 1988-2017 periods, differences between the first and second halves of each 393 

60-year periods can only arise from the system noise, i.e., the internal variability of the two 394 

periods is unchanged.  395 

To represent the full dynamical system, we add the trend component back to each 396 

LIM5817 ensemble member, i.e., trend+LIM5817 ensemble. By construction, the statistical 397 

difference between the two 30-year periods of the trend+LIM5817 ensemble is only due to the 398 

externally-forced trend. 399 
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We also construct two new LIMs to represent each 30-year period, i.e., the LIMs that do 400 

not see the two periods equivalently. One LIM is constructed using the detrended anomalies of 401 

the 1958-1987 period, the generated ensemble therefore provides the detrended realizations of 402 

the 1958-1987 period, i.e., LIM5887 ensemble. Similarly, we construct the other new LIM using 403 

the detrended anomalies during 1988-2017, hence denoting the generated ensemble as LIM8817 404 

ensemble. The two ensembles represent the detrended dynamical system of each the 30-year 405 

period, and any possible difference between the two ensembles reflects the observed changes of 406 

the internal variability during the two periods. Note that LIM ensembles of this study are 407 

untruncated LIM (see 37 for details). 408 

 409 

MHW frequency. Frequency is determined by calculating the number of events that exceed (≥) 410 

a given intensity for a period longer than (≥) a given duration, divided by the total number of 411 

years in the observational record, in units of events per 10 years. The IDF plot is derived from 412 

calculating the frequency for each intensity and duration threshold pair, including intensities 413 

from 0.1𝜎 to 3.1𝜎 and durations from 1 to 16 months. For the spatial maps of frequency 414 

differences, we first determine the frequency, for each 30 yr period and at each location, for 415 

MHW events defined by the 1𝜎 oC intensity and 5 months duration threshold pair, as in a 416 

previous study16. Then the frequencies of the two periods are differenced for these global maps. 417 

 418 

Significance tests. Multiple significance tests are carried out in this study, including testing the 419 

significance of the mean shifts, the variance changes, and whether the LIM reproduces the 420 

observed SST records and the MHWs. In general, the process is as follows: we obtain the 421 

observed value and compare that with the range of simulated values provided by the LIM climate 422 
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ensembles. If the observed value is within (outside) the 95% LIM ranges, we determine that as 423 

insignificant (significant). In detail,  424 

(a) Significance of mean shifts and variance changes. We obtain the observed mean shifts by 425 

subtracting the mean of 1958-1987 from the mean of 1988-2017, in the input 426 

observational dataset. For each 60-yr LIM5817 ensemble, i.e., alternative 1958-2017 427 

realization, we then compute its simulated mean shift. Since we constructed a 3000-428 

member LIM5817 ensemble, we then have 3000 mean changes at each grid point; that is 429 

3000 potential changes which can be compared to that observed. From these 3000 430 

changes, we obtain the 2.5% and the 97.5% values, hence the 95% confidence intervals. 431 

These 95% ranges are compared to the observed mean shifts to determine its significance. 432 

Results are shown in Fig. 2b and Supplementary Fig. 1.  433 

A similar process is carried out for testing the significance of the variance 434 

changes (Fig. 3a and blue bars of Fig. 3b). We obtain simulated variance changes by 435 

subtracting the variance of the first 30 year from the second in each of the LIM5817 436 

ensemble and compare their 95% ranges to the observed detrended variance changes.  437 

(b) Reproduction of variance changes. Since large regions of the global ocean have 438 

experienced significant decreases in the internal variability (shown by Fig. 3a and blue 439 

bars of Fig. 3b), we construct the two distinct LIMs, driven by the internal variability of 440 

1958-1987 and 1988-2017, respectively (LIM5887 and LIM8817). These ensembles 441 

therefore represent the internal variability of the two periods. Subsequently, their 442 

variance differences should reflect the observed variance differences. To verify that is the 443 

case, we recomputed variance changes between the members of LIM5887 and LIM8817 444 
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ensembles. Their regionally averaged values are shown in the green bars of Fig. 3b, 445 

which provide a reasonable range for the observed variance changes. 446 

(c) Reproduction of probability distribution. To show that our LIM ensembles realistically 447 

reproduce the observed record, we compute the PDFs of each LIM ensemble member and 448 

compare them to the observed PDFs. This is first carried out in the trend+LIM5817 449 

ensemble, to validate that the ensemble is a realistic representation of the observed trend. 450 

That is, for each 60-yr trend+LIM5817 ensemble member, we compute the PDFs of the 451 

simulated 1958-1987 and the PDFs of the simulated 1988-2017. Given the 3000-member 452 

trend+LIM5817 ensemble, we have therefore 3000 PDFs for each period. We then obtain 453 

the mean, the 2.5% and the 97.5% values of each bin of the PDFs. These are the 454 

ensemble mean PDFs and their 95% confidence interval. If the ensemble-mean PDFs 455 

overall overlap with the observed PDFs, within the 95% confidence interval, we consider 456 

our LIM ensemble able to track the observations. Results are shown in Fig. 2d, and in 457 

Supplementary Fig. 2. 458 

A similar process is carried out on the LIM5887 and LIM8817 ensembles, to 459 

validate that they realistically capture the internal variability of each 30-yr period. One 460 

example is shown by the simulated Tasman Sea PDFs compared to the observed (Fig. 461 

3c). Our result shows the ensemble mean PDFs becoming narrower from 1958-1987 to 462 

1988-2017, consistent with the observed PDF changes. Other regions also consistently 463 

show observed PDFs captured by these two LIMs (Supplementary Fig. 2). 464 

(d) Reproduction of MHWs. To show that our LIM ensembles reproduce the MHW statistics 465 

of various intensities and durations, we first compute the observed IDF plots of the two 466 

30-yr period and their differences at each grid location. We then derive the simulated IDF 467 
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plots and their differences from each LIM ensemble member, i.e., resulting in 3000 IDF 468 

difference plots at each grid point. These therefore give us the local 2.5% and the 97.5% 469 

IDF difference plots. We first focus on a representative pair of thresholds – 1𝜎 intensity 470 

and 5-month duration – and check whether the observed frequency is within or outside 471 

the 95% range of LIM frequency. This is analysed at each grid point, using the 472 

trend+LIM5817 ensemble, with results shown by the gray dots in Fig. 4a, and using the 473 

LIM5887 and LIM8817 ensemble, shown in Fig. 4c. We next conduct the analysis to 474 

several other pairs of thresholds to show how our results are not sensitive to the choice of 475 

the representative thresholds (Supplementary Fig. 5). 476 

 477 
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